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Abstract—Recent research has shown that the performance of
opportunistic routing and network coding in wireless networks is
greatly impacted by the correlation among the links. However, it
is dif�cult to measure the correlation among the links, especially
because of the time-varying behavior of the wireless links.
Therefore, it is crucial to design a distributed algorithm that
does not require the explicit knowledge of the channels’ states
and can adapt to the varying channel conditions. In this paper,
we formulate the problem of maximizing the throughput while
achieving fairness under arbitrary channel conditions, and we
identify the structure of its optimal solution. As is typical in
the literature, the optimal solution requires a large amount of
immediate feedback messages, which is unrealistic. We propose
the idea of performing network coding on the feedback messages
and show that if the intermediate node waits until receiving only
one feedback message from each next-hop node, the optimal level
of network coding redundancy can be computed in a distributed
manner. The coded feedback messages require a small amount
of overhead as they can be integrated with the packets. Our
approach is also oblivious to losses and correlations among
the links as it optimizes the performance without the explicit
knowledge of these two factors.

Index Terms—Network coding, wireless networks, cross-layer
design, coded feedback, feedback.

I. INTRODUCTION

Wireless multihop networks play major roles in almost
every �eld of our lives. One of the unique properties of
wireless links is the poor link quality. For example, recent
studies [1] have shown that 50% of the operational links in
Roofnet [2] have loss rates higher than 30%. Therefore, a
major challenge for deploying wireless multihop networks is to
design a transmission protocol that handles the lossy behavior
of the wireless links ef�ciently.
An ef�cient way of handling losses in wireless multihop

networks is to exploit the diversity among the links. Oppor-
tunistic routing [3] is the �rst trial to perform this exploitation.
In opportunistic routing, there is no speci�c path from the
source to the destination. Any node that overhears the packet
can relay it. Take Fig. 1 as an example in which source node
s wants to send packets to the destination d. The labels on
the links represent their delivery rates. If we use traditional
shortest path routing, the link between s and the chosen relay
node will be the bottleneck, and the achievable rate will be
upper bounded by 0.1. On the other hand, if we allow the
node that receives the packet to forward it, the achievable
rate will be 1 − (1 − 0.1)f , which is a huge improvement
over shortest path routing. The main challenge that faces the

deployment of opportunistic routing is dealing with the case
of when two relay nodes overhear the same packet. The work
in [3] resolves this problem by assigning priorities to the next-
hop forwarders, such that the node with higher priority will
transmit �rst. All of the other next-hop forwarders have to
listen to the transmission to decide whether one of the packets,
overheard by a lower priority node, has been overheard by a
higher priority node. If so, the lower priority node will not be
responsible for forwarding the packet.
Performing opportunistic routing requires coordination

among the links and the design of a specialized MAC protocol.
It also requires all of the next-hop nodes to be able to overhear
each other, which might not be available, as shown in Fig. 2.
Intrasession network coding [4] can be used to resolve the
shortcomings of opportunistic routing. In intrasession network
coding, the source node divides the message it wants to send
into batches, each having K packets of the form P1, . . . , PK .
The source node keeps sending coded packets of the form∑K

i=1 γiPi, where γi, ∀i is a random coef�cient chosen over
a �nite �eld of a large enough size, typically 28–216. Upon
receiving a coded packet, the intermediate relay node checks
to see if the coded packet is linearly independent to what
it has received before. If so, the node keeps the coded
packet, otherwise it drops the packet. Each intermediate node
generates linear combinations of the packets it has and sends
the resulting coded packets. When the destination receives K
linearly independent packets, it can decode all of the packets
of the batch. Therefore, it sends feedback to the source that
requests it to stop sending from this batch and move to the next
batch. Intrasession network coding resolves the opportunistic
routing problem due to the results in [5] which show that if the
coding coef�cients are chosen randomly over a large enough
�nite �eld, any two packets will be linearly independent with
a very high probability. This property of random network
coding eliminates the unnecessary feedback and overhearing
requirements in opportunistic routing and makes the design of
the MAC layer independent of the other layers.
Despite the simplicity that intrasession network coding

creates for opportunistic routing, deciding the number of coded
packets that each node has to send is a big challenge. The
number of packets to be sent not only depends on the loss
rates of the links, but also on the correlation among the links
de�ned in [6]. To understand the challenge in choosing the
number of transmitted packets, we provide an example that
uses Fig. 2.
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Fig. 1. An example of a network to illustrate opportunistic routing.

In this example, node s is the source node and node d
is the destination node. There are two paths that the packets
can follow from the source to the destination, and these paths
are separated by a lake. Therefore, nodes on one side of the
lake cannot overhear nodes on the other side. Each of the
two links, (s, v1) and (s, v2), has a delivery rate of 0.5, and
we study three different cases as in [6]. Case 1: The two
links are independent. This means that the reception process
is independent among the links. Case 2: The two links are
positively correlated or correlated as termed in [6]. This means
that if one link is inactive, the other one will be the same.
Case 3: The two links are negatively correlated or uncorrelated
as termed in [6]. This means that if one of the links is active,
the other one will be inactive.
We use the following simple strategy. Each node stops

the transmission of packets when it is sure that its next-hop
nodes have collectively received the same number of linearly
independent packets to what it has received. For simplicity,
we assume that the batch size is 6. For case 1, the source
node needs to try for 8 transmissions in order for both of
the next-hop nodes to collectively receive the full rank, as
illustrated in Fig. 3(a). For case 2, the source node needs to
try for 12 transmissions in order for both of the next-hop nodes
to receive full rank. This is because both links will be active
for the same 6 time slots and inactive in another 6 time slots,
as illustrated in Fig. 3(b). For case 3, the source node needs
to try for 6 transmissions in order for both of the next-hop
nodes to receive full rank. This is because the �rst link will
be exclusively active for 3 time slots, and the second one
will be exclusively active in the remaining 3 time slots, as
illustrated in Fig. 3(c). Therefore, if we follow the previously
mentioned policy, the achievable throughput for case 3 will
be approximately 1.33 times case 1 and twice that of case 2.
Note that the three rates can be made closer to each other
if v1 and v2 stop sending packets when their next-hop nodes
each receive 3 linearly independent packets. This means that
they should be given a credit of only sending three linearly
independent packets regardless of the rank of the matrix that
they have received.
Most of the previous work on opportunistic routing with

intrasession network coding either assume that the links are
independent and design the protocol based on that [4], [7]–
[9], or use the forwarding rule that says the total number
of received linearly independent packets should equal the
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Fig. 2. A network with a lake in the middle used in the example.

number of linearly independent packets received by next-hop
nodes [10]. In the above example, if we assume the �rst
assumption, then, in case 2, there will not be enough linearly
independent packets for the destination to decode because the
number of packets sent by the source node is not enough. Also,
if we assume independent links in case 3, the throughput will
be reduced by 1.33 due to the unnecessary transmissions. On
the other hand, the works that design the rate control according
to the rule that says the total number of received linearly
independent packets should be the same as the ones received
by next-hop nodes, result in throughput reduction in both cases
1 and 2.
In a general network, the links will have different corre-

lations, and these correlations change over time, as is noted
in [6]. This makes it dif�cult to perform measurements about
the correlation to decide whether to use network coding or not.
Therefore, it is crucial to design a strategy that guarantees a
good performance in all cases and can adapt to the changes in
the link qualities and the correlation among the links. To that
end, we tackle the above problem in this paper and provide
the following contributions:
• We formulate the problem of utility maximization for

multiple unicast sessions that uses network coding-based
opportunistic routing on an arbitrary wireless multihop
network and use the duality approach to come up with
the optimal distributed solution.

• We identify the challenges of implementing the optimal
distributed algorithm to come up with a more practical
algorithm. The practical algorithm works in a batch-
by-batch manner and performs network coding on the
feedback messages to exploit the broadcast nature of
wireless links in the reverse direction. This reduces the
number of feedback messages and eliminates the need
for immediate feedback information. The algorithm is
universal as it takes onto account the loss rates and the
correlations among the links without the need to explicitly
measure them.

• We prove that the batch-by-batch algorithm converges to
the optimal solution.

• We present simulation results for our algorithm under dif-
ferent wireless settings and show its superiority regardless
of the channel’s characteristics.

The rest of the paper is organized as follows. In Section II,
we describe our settings. We then formulate the problem in
Section III. The structure of the optimal solution is described
in Section IV. In section V, we outline the coded feedback-
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Fig. 3. Illustration of the channel activation scenarios that insure that v1
and v2 collectively achieve full rank under different correlation conditions
between the channels.

based backpressure algorithm, followed by the performance
analysis in Section VI. We present the experiment results in
Section VII and conclude the paper in Section VIII.

II. SETTINGS

In this paper, we consider a network represented by a set
of nodes V . The links between the nodes are lossy and time
varying. A transmission by a node can be received by any
subset of next-hop nodes. We represent this by a hyperedge
(u, J), where u is the node that performs transmission, and J
is a subset of the set of next-hop nodes. There are N unicast
sessions in the network, each with a source si, a destination
di, a rate Ri, and a utility function Ui(Ri), ∀i ∈ {1, . . . , N}.
Similar to the most of the opportunistic routing protocols [4],
[7], [9], [10], we are interested in the transmission of large
�les. Therefore, the throughput is the most important factor,
and the individual packet delays are of no importance.
Since we are using intrasession network coding, one impor-

tant factor to decide is the rate of linearly independent packets
that a node has to successfully deliver to next-hop nodes. To
model this factor, we use the concept of credits,1 much like
to [4], [11]. The symbol X i

uv is used to represent the rate of
credits transferred from node u to v for session i, which is the
rate of linearly independent packets that node v has to deliver
to next-hop nodes out of the linearly independents packets it
has received from node u. Therefore, the total rate of credits
for session i at node v would be

∑
u∈V X i

uv, and these credits
will be distributed to the next-hop nodes of v. We also use αi

u

to represent the fraction of time in which node u is scheduled
to send the packets of session i. Symbol RuJ represents the

1There is a slight difference between the meaning of credit here and its
meaning in [4]. In [4], it represents the number of linearly independent packets
that have to be sent by a node. Here, it represents the number of linearly
independent packets that have to be delivered successfully to next-hop nodes.

rate of packets that are sent by node u and are received by
any of the nodes in the set J .

III. PROBLEM FORMULATION

Our problem can be formulated as follows. We want to
maximize:

N∑
i=1

Ui(Ri)

Subject to:

∑
v∈V

X i
vu −

∑
v∈V

X i
uv ≤

{
−Ri u = si

0 else
∀i, ∀u ∈ V \di

(1)∑
v:v∈J

X i
uv ≤ αi

uRuJ ∀i, ∀u ∈ V \di, ∀(u, J) (2)

We assume that the utility function Ui(Ri) is non-decreasing
and strictly concave. If the utility function is chosen properly,
maximizing the objective function will achieve different kinds
of fairness among the sessions [12]. Examples of Ui(Ri)

would be: wi log(1 + Ri) and wi
R1−γ

i

1−γ , where 0 ≤ γ ≤ 1,
and wi is the weight assigned for session i.
Here, αi

u depends on the underlying interference model.
Typically, it corresponds to the convex hull of all of the
achievable rates at all links [13]. Generally, the corresponding
optimal scheduling policy is NP-hard [14], [15] and approx-
imation algorithms are used. In this paper, scheduling is of
secondary importance, and we use the simple IEEE 802.11
protocol in the simulations. We use this so that we can focus
on the network coding part and to have a fair comparison with
the other approaches that use the IEEE 802.11 protocol [4],
[10].
The �rst set of constraints represents balance equations for

the credits, so that the total received credits at a node should
be equal to the total sent credits. This guarantees that node
di will receive linearly independent packets at a rate of no
less than Ri. The second set of constraints represents the fact
that if a packet is received by many nodes, only one of them
can use this packet to increase its credits, which is a unique
property of the wireless links.
Note that the constrains do not mean that the total number

of sent linearly independent packets should be equal to the
total received ones due to the constraints set (2). For example,
in the three cases in Fig. 2, if more than one node receives the
packet, only one of them gets credit for that packet. Therefore,
for each batch, the source node has 6 credits and it distributes
them evenly among its next-hop nodes. Even though both v1
and v2 receive linearly independent packets of rank 4, 6, 3,
respectively, for cases 1, 2, 3, respectively. This also does not
mean that the number of transmissions the source node has
to make in the three cases should be the same. Therefore,
the protocols that assume independent or uncorrelated links
perform poorly under other conditions.
According to the previous discussion, if there is only one

session in the network, the achievable rate will be the max-
�ow between the source and the destination regardless of the
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channel conditions. When more than one session exists in
the network, then by the time-sharing variables αi

u, the rate
region, represented by the formulation, will be the maximum
rate region that intrasession network coding can achieve. This
is because intrasession network coding does not allow coding
between different sessions; hence, the best thing to do is to
allow time sharing between the sessions.
Since the constraints are linear, we have a convex optimiza-

tion problem. The following proposition allows us to use the
duality approach to solve the problem [16], [17].

Proposition 1: Formulations (1)-(2) represent a convex op-
timization problem. Also, there is no duality gap between the
primal and dual problems.

Proof: The constraints represent an intersection of halfs-
paces, which represent a convex set. Also, we are maximizing
a concave objective function. Therefore, the problem is a
convex optimization problem. Due to the fact that the Slater
conditions hold, there is no duality gap, i.e., the optimal
solution to the dual problem is the same as the optimal solution
to the primal problem.

IV. THE BASIC ALGORITHM

A. Structure of the Optimal Solution

Ignoring the scheduling constraints, we associate a Lagrange
multiplier qiu with each constraint in (1). This results in the
following Lagrange function:

L(�R, �X, �q) =

N∑
i=1

Ui(Ri)− qisiRi

−
∑
i,u

qiu(
∑

v:v∈V
X i

vu −
∑

v:v∈V
X i

uv)

subject to (2).
After applying simple changes of variables, the Lagrange

function becomes

L(�R, �X, �q) =

N∑
i=1

[Ui(Ri)− qisiRi] +
∑
u,i

∑
v

(qiu − qiv)X
i
uv

subject to (2).
The Lagrange function is separable [17], which means that

the problem can be solved in a distributed way by using the
gradient method as follows.

Source Algorithm: Each source si selects its rate at each
time slot as follows:

Ri(t) = argmax
Ri

[Ui(Ri)− qisi(t)Ri] (3)

Intermediate Node Algorithm: Each intermediate node u
selects the number of credits for session i to transfer to all
of its next-hop nodes at each time slot as follows:

{X i
uv(t)}v∈V =argmax

�X

∑
v∈V

(
qiu(t)− qiv(t)X

i
uv

)
(4)

subject to:∑
v∈J

X i
uv ≤ αi

uRuJ ∀i, ∀J. (5)

Dual Variables Updates: The dual variables can be updated
in a distributed way as follows:

qiu(t+1) = [qiu(t)+βi
u(
∑
v∈V

X i
vu(t)−

∑
v∈V

X i
uv(t))+Ri×1u=si ]

+

(6)
Here, [.]+ is a projection on the positive real numbers, and

β is the step size.

V. OUR PRACTICAL SOLUTION

In this section, we develop a practical protocol based on
the structure of the optimal solution that we introduced in the
previous section. To do so, we �rst specify the challenges of
directly implementing the basic algorithm that was described
in the previous section, and then we provide our practical
solution.

A. Challenges

The Algorithm, represented by the operations in ((3)-(6)),
converges to the optimal solution, but it has the following
shortcomings.
The �rst challenge is that the algorithm requires a large

amount of feedback messages. For example, if a node that
has l next-hop neighbors sends k packets from the batch, we
need (k × l) feedback messages per batch. Also, the node
that has l previous-hop neighbors needs to send different
feedback messages to each one of these neighbors. Given that
the wireless links are lossy further increases the challenges of
the problem.
The second challenge is that the algorithm is based on slot-

by-slot updates, which means that after sending a packet, a
node has to get immediate and accurate feedback from all of
the next-hop nodes, which is also impractical.
We resolve the �rst challenge by noting that the transmitted

packets are coded packets. Therefore, we can compress the
feedback into one coded packet that represents all of the
received packets which we will describe next. Therefore, we
exploit the broadcast nature of wireless links in the reverse
direction of transmission. We resolve the second challenge by
performing the updates in a batch-by-batch manner instead of
performing the updates on each time slot, as we will describe
next.

B. The Coded Feedback Approach

The coded feedback approach has been used previously by
many works [10], [18], [19]. The work in [19] performed the
coded feedback approach over multihop in wireline networks,
i.e., network coding is performed on the feedback message,
and these feedback messages are allowed to travel over more
than one hop in the reverese paths between the source and the
destination. The objective in [19] was to �nd the min-cut max-
�ow in wireline networks. For wireless networks, the works
in [10], [18] use the coded feedback message at the immediate
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previous-hop node to perform rate control. In [18], the coded
feedback approach is used for multicast, while in [10] it is used
for the unicast case. In both cases, rate control was based on a
heuristic, and no proof of the the optimality was provided. In
this paper, we limit the coded feedback messages to be used
by the previous one-hop away nodes, much like [10], [18], but
we show that our method achieves the optimal solution.
The common way of using the coded feedback is through

the null space. The null space of the matrix A is the linear
space of vectors such that the result of multiplying anyone of
them by A equals zero. For example, if y belongs to the null
space of A, then yTA = 0, where yT is the transpose of y.

Take Fig. 4(a) as an example in which node s sends four
coded packets. Node v receives two of them. Node v can
compute the null space of the space of the packets it receives,
choose a vector from this space, and send it back to node s. As
is illustrated in Fig. 4(b): node s can now multiply this vector
with each of the packets it has sent. If the result is zero, node
s can infer that the packet has been received by node v with
high probability. Otherwise, node s knows that the packet has
been not received by node v. Using a hash table, the work
in [10] makes the false-positive probability very low, about
10−10.
Note that in the coded feedback approach, only one feed-

back message from the node can acknowledge all of its
previous one-hop away nodes; therefore, it allows for the
exploitation of the broadcast nature of wireless networks in
the reverse direction of transmission. Also, as we will explain,
these coded feedback messages can be integrated with the
original packets with very low overhead.

C. Integrating the Coded Feedback Approach with the Algo-
rithm

In this section, we move to apply the gradient algorithm
that we adopted in the previous section in a batch-by-batch
fashion. Therefore, the index t will refer to the bach number.
For the rate update (3) to be implemented in a batch-by-

batch manner, the source will inject all of the packets of a
given batch with the same rate speci�ed by (3). Also, (4) and
(6) can be done in a batch-by-batch manner by performing the
transfer of the credits for a given batch and the queue length
updates at a node after making sure that the next-hop nodes
have collectively received linearly independent packets equal
to the number of credits for that batch at that node. After that,
the node will move to the next batch. Therefore, what needs
to be speci�ed is how to use the coded feedback approach at
the relay node u to perform the following two decisions that
lead to maximizing (4), subject to (5).

• Node u has to decide the session that the current packet
should be sent from.

• Node u has to decide also the number of credits to be
assigned to each next-hop node.

To perform the �rst decision optimally, the relay node
should choose session i∗ that achieves the maximum value

for the following among all of the sessions.

{X i
uv(t)}v∈V = argmax

�X
(qiu(t)− qiv(t))X

i
uv (7)

Subject to:∑
v∈J

X i
uv ≤ αi

uRuJ ∀(u, J) (8)

Note that in (7), the objective function is a linear function of
X i

uv. In order to perform maximization while satisfying (8),
for every session i, node u ranks the next-hop nodes v
according to the backlog difference (qiu − qiv). Then it gives
as many virtual credits2 to this next-hop node with the highest
backlog difference subject to (8). Then it continues to do
the same thing for the remaining nodes according to their
backlog difference. For every sent packet, next-hop node v
gets a virtual credit if node v has received the packet and no
other node with a higher backlog difference has received the
packet. This is because (8) means that if more than one node
receives a packet, only one of them can use that packet to
increase its number of credits. Therefore, we give the credit
to the node with the largest backlog. This process can be
checked by using the coded feedback approach. Let us denote
the number of virtual credits for session i and node v by Zi

v,
then node u calculates wi =

∑
v((q

i
u − qiv)Z

i
v), such that all

vs have positive backlog differences. Then node u selects the
session that achieves the maximum wi. Algorithm 1 describes
the above strategy. In the algorithm, yiv represents a randomly
selected vector from the null space of the i-th session packets
at node v.

Algorithm 1 Selecting the packet to send

1: Zi
v ← 0, ∀i, ∀v

2: for i← 1 to N do
3: Sort next-hop nodes according to (qiu − qiv).
4: Remove the nodes with negative backlog
5: for Each sent packet P do
6: Choose node v with the highest non-negative backlog

difference such that yiTv ∗ P is zero.
7: set Zi

v ← Zi
v + 1

8: set wi ←
∑

v Z
i
v(q

i
u − qiv)

+

9: select i∗ ← argmaxiwi.
10: send a packet from session i∗

Every time a node receives a vector in the null space
from the next-hop node, it multiplies that vector with all of
the packets it has sent to �gure out the number of linearly
independet packets that has been received by next-hop nodes.
Once that rank becomes equal to the number of credits
assigned for that batch at that node, the node distributes its
credits to next-hop nodes in a fashion similar to Algorithm 1.
However, this time the node only focuses on one session,

2Note that these are different from the actual credits that will be distributed
as a strategy for the second decision the node has to perform. These credits
are just for knowing the packet of which session should be sent. Also, these
credits are not transmitted to next-hop nodes. They are just computed locally.
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Algorithm 2 Credits assignment
1: sort the next-hop nodes according to the backlog differ-

ence
2: Discard the nodes with negative backlog difference.
3: for Each sent packet P do
4: TAKEN(P )← 0
5: for Each next-hop node v with positive backlog difference

in descending order do
6: for Each packet P do
7: if TAKEN(P ) = 0 AND yiTv ∗ P = 0 then
8: Ci

v ← Ci
v + 1

9: TAKEN(P )← 1

and the credits that are assigned are real, not virtual credits.
Algorithm 2 represents the credit assignment algorithm. In the
algorithm, TAKEN(P ) = 1 means that a credit for packet P
has been assigned for one of the next-hop nodes that received
packet P . Therefore, in line number 7 of the algorithm, no
other next-hop node can be assigned a credit for this packet.
The example in Fig. 4(a) shows a broadcast link with one

source node s and three receiving nodes, u, v, and w. The
queue length of every node is represented in the �gure. The
�gure also shows the 4 coded packets sent by s and the coded
packets received by the next-hop nodes. It also shows one
vector in the null space3 of the space of the received vectors
by each node. Fig. 4(b) shows the result of multiplying the y
vectors - which represent the null space of the received packets
- with the packets at node s. If a cell in the table in Fig. 4(b) is
�lled, this means that the multiplication result of the packet in
that row with the y vector of the next-hop node in that column
is zero. This also means that the next-hop node in that column
has overheard the packet in that row.
In Fig. 4(a), the coded packets at the sender represent the

sent packet from a speci�c batch and session, and the coded
packets at the receivers are for the same session and batch. In
Algorithm 1, node s �rst sorts the next-hop nodes according
to the backlog difference in descending order, which results
in the following order, v, u, then w. Node s then multiplies
the vectors in the null spaces of each one of these nodes with
each one of the sent packets. The result of the multiplication is
illustrated in Fig. 4(b). Then, node s assigns Zi

v = 2 because
node v has the highest backlog and has overheard two packets.
Then node s assigns Zi

u = 0, because all of the packets that are
received by node u have been received by nodes with higher
backlog differences. Using a similar approach, node w gets
Zi
w = 1. Therefore, the total weight obtained by Algorithm 1

for this session is wi = 38. On the other hand, for the scenario
in Fig. 5(a), node s assigns: Zi

v = 2, Zi
u = 1, Zi

w = 0, and
wi = 42.
In Fig. 4(a), assume that node s has three credits to be

distributed to next-hop nodes. Using the results on the table,

3The coef�cients for the y vectors here are over the real numbers just for
illustration. When the algorithms are implemented, �nite �elds are used, and
the minus value is changed depending on the size of the �nite �eld.

4X1 + 5X2 +X3

2X1 + 5X2 + 2X3

3X1 + 3X2 + 5X3

4X1 +X2 + 2X3

4X1 + 5X2 +X3

4X1 + 5X2 +X3

2X1 + 5X2 + 2X3

2X1 + 5X2 + 2X3

4X1 +X2 + 2X3

s

u

v

w

yu = [1 1 − 9]

yv = [5 − 6 10]

yw = [4 2 − 9]

qs = 20

qv = 5

qu = 8

qw = 12

(a) The transmission scenario

4X1 + 5X2 +X3

2X1 + 5X2 + 2X3

3X1 + 3X2 + 5X3

4X1 +X2 + 2X3

u vw

(b) The table created by the
algorithm

Fig. 4. An example representing our coded feedback approach.
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u vw

(b) The table created by the
algorithm

Fig. 5. An example representing our coded feedback approach.

the next-hop nodes of node s have collectively accumulated
packets with rank equal to the credits at the node. This can
be veri�ed from the table in Fig. 4(b). Therefore, node s will
assign the next-hop nodes the credits for this batch and move
on to the next one. Node v gets 2 credits as it is the node
with the highest backlog difference, and it has overheard two
packets. Node u cannot be assigned a credit because the packet
it has overheard has been also overheard by a node with
a greater backlog difference. Therefore, the algorithm gives
one credit to node w due to the overhearing of the fourth
packet, “4X1 + X2 + 2X3”. Fig. 5(a) represents the same
example as Fig. 4(a), but instead of making the links between s
and u, v, respectively, correlated, we make them uncorrelated.
Therefore, node u in this example receives “4X1+X2+2X3”
instead of “4X1+5X2+X3”. Since no credit has been assigned
to node v for the packet “4X1 +X2 + 2X3”, node u can be
assigned one credit. The examples represented by Figs. 4 and 5
show the adaptability of our algorithm to different channel
conditions and correlations among links.

D. Details of the Practical Protocol

So far, we have identi�ed the structure of the optimal
solution and discussed the major challenges that face its
deployment. We have then designed a back-pressure algorithm
that uses the coded feedback approach and works in a batch-
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by-batch manner to resolve these challenges. In this section,
we outline the details of the practical protocol that uses the
insight drawn from the structure of the optimal solution and
resolves the above-mentioned challenges.
In our protocol, every node maintains the following infor-

mation. The received and sent coded packets, the available
number of credits, and the batch and session numbers of the
received and sent packets. We adopt a packet format that is
similar to [4], [10] in that each packet has a 1500 bytes of
data. The packets also contain the coef�cients of the coding
vector along with its session and batch numbers. The packet
contains the three most recent batches it has received each with
a vector from the null space of the packets in that batch. The
packet contains the number of currently queued credits. The
packets also contain the number of credits assigned to each
next-hop node and the batch number for these credits. Fig. 6
represents the packet format. In conclusion, the packet format
allows both (1) the feedback messages to previous-hop nodes,
and (2) the credits assignment messages to next-hop nodes to
be integrated with the packets with less than 3% overhead.

VI. CONVERGENCE ANALYSIS

In this section, we show that our batch-based algorithm con-
verges to the optimal solution. We do that by �rst presenting
the structure of the dual problem, and then showing that the
dual variables converge to their optimal value; �nally, we show
that objective function of the problem converges to its optimal
value.
Note that the Lagrange function can be rewritten as:

L(�R, �X, �q) =

N∑
i=1

[Ui(Ri)− qisiRi] +
∑
u,i
�X∈Y

∑
v

(qiu − qiv)X
i
uv,

where Y is the feasible set that is represented by (2).
We can de�ne D(�q) = max�R, �X∈Y L(�R, �X, �q); hence, the

dual problem becomes: min�q≥0 D(�q).
Note that as we increase the batch size, Algorithm 2

computes (4), subject to (5), more accurately. The reason is
that there is a delay between the time the next-hop nodes col-
lectively receive the required number of linearly independent
packets and the time when node u is noti�ed of this event.
However, as we increase the batch size, the effect of this delay
decreases until reaching almost zero.
We have the following Proposition:
Proposition 2: Let the step size βi

u be a �xed constant
number β for all batches, and let φ be the set of positive �q
that minimizes D(�q), and d(�q, φ) = min �q∗∈φ ||�q− �q∗||. Given
any ε > 0, ∃ β0 > 0 such that ∀β < β0 and any initial �q(0),
∃ t0 such that ∀t > t0 we have:

d(�q(t), φ) < ε

Proof: Note that the dual problem is a convex one. Also,
the absolute value of the gradient of the dual problem is
bounded by

∑
u,i(

∑
v X

i
vu −

∑
v X

i
uv), which is bounded by

∑
u,i α

i
uBWu <∞, where BWu is the bandwidth of node u.

Therefore, by Lemma 8.2.1 and Proposition 8.2.2 from [20],
our results follow.
The previous proposition shows that the dual variables will

converge to their optimal values. It also shows that the queue
lengths will be �nite and the system will be stable. The
next theorem establishes the optimality of our algorithm with
respect to the objective function.

Theorem 1: Let the step size βi
u be a �xed constant number

β for all batches, and let U∗ be the optimal solution to our
problem ((1)-(2)). Given any ε > 0, ∃β0 s.t. ∀ β < β0, we
have:

lim inf
m→∞

m∑
t=1

∑
i

Ui(Ri(t) > U∗ − ε

Proof: We use the following Lyapunov function:

V (�q(t)) =
1

2

∑
u,i

(qiu(t))
2

We have:

V (�q(t+ 1))− V (�q(t)) ≤∑
i

qisi(t)Ri(t) + β
∑
u,i
�X∈Y

qiu(t)(
∑
v

X i
vu(t)−

∑
v

X i
uv(t))

+ β2A(t)

where:

A(t) =
∑
u,i
�X∈Y

(
∑
v

X i
vu(t)−

∑
v

X i
uv(t))

2

≤
∑
u,i

(αi
uBWu)

2 = Ā

After multiplying both sides of the inequality by −1 and
adding β

∑
i Ui(Ri(t)), we have:

V (�q(t))− V (�q(t+ 1)) + β
∑
i

Ui(Ri(t))

≥ β
[∑

i

Ui(Ri(t))− qisi(t)Ri(t)

−
∑
u,i
�X∈Y

qiu(t)(
∑
v

X i
vu(t)−

∑
v

X i
uv(t))

] − β2Ā

= βD(�q(t)) − β2Ā

≥ βU∗ − β2Ā

This is due to the duality theorem [16].
After summing up both sides of the above inequality over

t = 1, . . . ,M and dividing both sides by M , we have:

β

M

M∑
t=1

∑
i

Ui(Ri(t))

≥ βU∗ − β2Ā− V (�q(1))− V (�q(M + 1))

M
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Fig. 6. Representation of the packets format in our protocol.

Note that all V (.) are bounded because the sequence {�q(t)}
converges. For any given ε > 0, the term V (�q(1))−V (�q(M+1))

βM
can be bounded by ε

2 for a large enoughM . Also, for any given
ε > 0, ∃, β1 > 0, such that βĀ ≤ ε

2 , ∀β ≤ β1. Therefore, we
have:

lim inf
m→∞

m∑
t=1

∑
i

Ui(Ri(t) > U∗ − ε

VII. EVALUATIONS

In this section, we evaluate the performance of our protocol
in wireless networks with different network characteristics.
We study the effect of varying different parameters on the
performance of the network. These parameters are the loss
rates of the links, the correlations among the links, and the
number of sessions in the network. We are interested in
the following two performance metrics: the total throughput
observed by all of the sessions, and the fairness in allocating
rates among the �ows. We compare our protocol to two other
protocols in the literature that represent the state-of-the-art
opportunistic routing scheme with network coding. These are
MORE [4] and CCACK [10]. In MORE, the authors assume
that the links are independent. Based on that, the nodes in
MORE periodically estimate the channels’ loss rates, which
allows the nodes to compute an estimation of the number of
transmissions that each node has to perform. CCACK, on the
other hand, uses the coded feedback approach. However, the
rate control mechanism in CCACK is heuristic and does not
take into account the correlation among the links. We used
MATLAB to perform the simulations in this section.
We simulate one session using the topology in Fig. 2 with

sixteen nodes. We vary two parameters: the delivery rates of all
of the links and the correlation between the links of the source
node. The delivery rate values change from 0.3 to 0.8. For each
one of these delivery rate values, we make the correlations
between the links independent with κ = 0, as de�ned in [6],
correlated with κ = 1, or uncorrelated with κ = −1. We
assume very large �les. Therefore, we run the simulations until
the steady state throughput is reached, and then we record that
value.
Fig. 7 illustrates our results. Our universal approach (UNIV)

improves the throughput by 40% to 300% over both MORE
and CCACK depending on the scenario. The biggest improve-
ment is noticed when the loss rates of the links are very high.
This is due to the use of coded feedback in an optimal manner
which does not require too many feedback messages. The
highest throughput is achieved by our protocol when the links

are uncorrelated, whereas the lowest throughput is achieved
when the links are correlated. This is due to the fact that
the source node has to send more packets when the links are
correlated, as explained in Section I. Note that the difference
between the correlated and uncorrelated cases is not large,
because all of the nodes, except the source, are performing the
same operations in both cases, as also explained in Section I.
The gain of our protocol is not only due to the use of the coded
feedback approach, because CCACK that uses this approach
performs similar to MORE under these settings. In conclusion,
the strength of our protocol lies behind integrating the coded
feedback approach with cross-layer optimization.
Typically, the gain from network coding is higher when

the links are uncorrelated. However, MORE performs slightly
better when the links are independent. This is because MORE
computes the number of packet transmissions that each node
has to perform based on the assumption that they are in-
dependent. CCACK, on the other hand, achieves its highest
performance when the links are uncorrelated due to the use of
the coded feedback approach.
We performed another set of simulations on the same

topology in Fig. 2 with two opposite sessions such that the
source of one of them is the destination of the other one. The
throughput results are similar to those with one session, as the
two sessions share the network, and fair end-to-end rates were
achieved by all of the schemes.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we have developed a distributed opportunistic
routing algorithm that uses network coding. The design of our
algorithm is inspired by the recent results in the literature that
showed the sensitivity of the opportunistic routing and network
coding protocols to the correlations among the wireless links.
We designed our algorithm based on formulating the problem
with arbitrary channel conditions as a convex optimization
problem, which results in an optimal back-pressure algorithm.
We identi�ed the challenges of implementing the optimal
back-pressure algorithm. This leads us to use the coded
feedback approach to resolve the deployment dif�culties. Our
algorithm adapts to changes in the channel loss rates and the
correlations among the links. We showed the advantage of our
approach through simulation results.
Our future research will be directed toward:

• Extending our results for intersession network coding,
where coding can be performed among the packets of
different multicast sessions.

• Modifying the Transmission Control Protocol (TCP) to
work with our protocol with the possibility of sending

360



0.3 0.4 0.5 0.6 0.7 0.8
0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

Links Delivery Rate

T
hr

ou
gh

pu
t (

pa
ck

et
s/

se
co

nd
)

Correlated Links at the Source

 

 

0.3 0.4 0.5 0.6 0.7 0.8
0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

Links Delivery Rate

T
hr

ou
gh

pu
t (

pa
ck

et
s/

se
co

nd
)

Independent Links at the Source

 

 

0.3 0.4 0.5 0.6 0.7 0.8
0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

Links Delivery Rate

T
hr

ou
gh

pu
t (

pa
ck

et
s/

se
co

nd
)

Uncorrelated Links at the Source

 

 

MORE

CCACK

UNIV

MORE

CCACK

UNIV

MORE

CCACK

UNIV

Fig. 7. Simulation results for the topology in Fig. 2 with one session.

coded end-to-end coded feedback messages to control the
window size and other parameters in TCP.
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